
Nouns in Contexts of Evaluation: Polysemy, Countability and
Domain Restriction (NiCE)
1 Starting point
1.1 General aim and context of the project
This project investigates how lexically encoded semantic information (individuation criteria), com-
positional semantics (modification), and pragmatics interact. Modifiers affect the truth conditions
of common nouns, and wider contextual factors such as the QUD can also affect their interpreta-
tions. However, as this project will investigate, modifiers can also affect the individuation criteria
of common nouns in highly context dependent ways. Specifically, the project will examine the
complex, interrelated, and as I hypothesise, systematic ways that common nouns, especially poly-
semous abstract nouns, display sensitivity to context. In particular, focus will be on three types of
contextual variation identified in the literature: Nominal domain restriction, variation in counting
perspectives, and individuation criteria for polysemous nouns. As this project will explore, these
three types of context sensitivity are intertwined, not least since all three display interactions
with the Question Under Discussion (QUD). Additionally, starkly similar conclusions have been
reached, completely independently, within research on countability and on polysemy, namely, that
common noun lexical entries must contain information about how entities in its extension are to
be individuated. And yet, although all three phenomena have been well studied independently,
no work has yet been done to provide an integrated analysis of all three. Nor has an analysis
of individuation criteria for common nouns that can account for both polysemy and countability
been given. This complex and, prima facie, vexing topic is the one on which the NiCE project
seeks to shed light. The three types of context sensitivity are exemplified in (1)-(3) for the English
polysemous and abstract count noun statement.
Nominal domain restriction concerns the extension of a common noun. In the press confer-
ence context, (1a) is true if every statement in the press conference was recorded, even if other
statements that were not made at the press conference were not. Similarly, (1b) is true in the
same context if more than three statements were recorded, as long as exactly three were recorded
at the press conference.
(1) Context. Discussing a press conference.

a. Every statement was recorded.
b. Exactly three statements were recorded.

The contextually selected property that restricts the noun’s domain can be constrained by the
Question Under Discussion (QUD, see Ginzburg 2012; Roberts 2012 and references therein). For
instance, a QUD such as What happened at the press conference?, seems to provide the very prop-
erty that contextually restricts statement in (1a) and (1b), viz. happened_at_the_press_conference.
Variation in counting perspectives. This type of context-sensitivity concerns the individu-
ation criteria of common nouns with respect to counting entities even of one type. It is widely
discussed in the count/mass literature on count nouns such as fence (see, e.g., Filip and Sutton
2017; Rothstein 2010). In the context in (2), both (2a) and (2b) most clearly relate to counting
informational entities (a theory neutral term I use to include propositions). Strikingly, both can
be true answers to the question How many statements did Alex make? indicating that there is a
certain amount of freedom, for some count nouns, in how we individuate entities of a particular
type in their denotations.
(2) Context. Alex: “Taxes will be raised and spending increased”.

a. Alex made one statement.
b. Alex made two statements.

This contextual variation, too, can be affected by the most prominent QUD. For instance, if asked,
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How many statements about tax or spending did Alex make?, (2b) would be the more appropriate
answer (possibly followed up with one about tax and one about spending). This suggests that the
mechanisms underpinning variation in counting perspectives and contextual domain restriction
may be related. However, aside from Sutton and Filip 2024, little has been done to investigate
this.
Individuation criteria for polysemous nouns. This type of context-sensitivity relates to
what type of thing is being individuated (see e.g., Asher 2011; Gotham 2017; Pustejovsky 1994).
The noun statement in English is at least three-ways polysemous. It may refer to the contents
of what was stated, to the stating event, or to a written document. The sentential and extra
sentential context can affect which (combination) of these senses is evoked. For instance, in the
context in (3), (2b) is underspecified between referring to informational entities or to eventualities.
Modifiers can restrict these readings to e.g., informational entities as in (3a), to eventualities as
in (3b), or via a copredication construction to both as in (3c), where what is counted (and so
presupposed to be distinct) are the informational entities stated, the stating events, or both,
respectively.
(3) Context. Alex yesterday: “Taxes will be raised”. Alex today: “Spending will be increased”.

a. Alex made two misleading statements.
b. Alex made two short statements.
c. Alex made two short, misleading statements.

The last case, (3c), arguably has a double distinctness reading (Gotham, 2017), on which there
are two distinct stating events and two distinct informational contents in a one-to-one mapping.
Gotham argues that quantified copredication constructions force such double distinctness readings.
Here, too, however, the QUD and wider contextual factors matter. Liebesman and Magidor (2017)
argue that Two informative books are heavy can be true if two books are heavy, even if they are
not informationally distinct (i.e. are duplicate copies) in a context containing a salient set of
informative books. This means that modifiers such as informative can sometimes serve make
salient a particular contextual nominal domain restriction without constraining individuation
criteria (Liebesman and Magidor, 2017; Sutton, 2024a). Even in the absence of modifiers, the
QUD can affect the readings of polysemous nouns. Given a QUD of How many times did Alex
address the press conference?, an utterance of Alex made two statements (at the conference)
would most naturally be understood to individuate statement in terms of eventualities (whether
or not Alex said different things on each occasion). These and similar data indicate that there
are interactions between polysemous sense selection and nominal domain restriction, but the
connection between the two has only just begun to be systematically explored in Sutton 2024a.
The main conjecture for this project is that three components are needed in order to provide an
analysis and understanding of the above three types of context-sensitivity and their interactions:

(i) A contextualist semantic in which common nouns denote characters (functions from contexts
to intensions). Contexts include an index for a contextually provided property (see also
Stanley and Gendler Szabó 2000)

(ii) The truth conditions and individuation conditions of common nouns can be distinguished
from each other, and the semantics of common nouns track both (see, e.g., Landman 2016;
Sutton and Filip 2024)

(iii) A QUD-driven account of discourse. The QUD can constrain which properties in the context
are most salient/plausible for deriving intensions from characters.

I propose that contextually provided properties can constrain the interpretation of nouns in two
ways. First, they can constrain the extension of the noun. This occurs with nominal domain
restriction such as made_at_the_press_conference in (1). Second, for counting perspectives
and polysemous sense selection, I propose that contextually provided properties can constrain the
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individuation conditions of the noun. That is to say that there is an intricate connection
between how we count entities of some type in the extension of the noun and what type(s) of
entities we are counting. For instance, for numeral constructions such as three statements, it can
be underspecified not only what we are counting (e.g., informational objects or eventualities), but
also how we are counting them (e.g., by informational topic, by agent, or by time and location).

The question of which contextually available properties constrain either the extension or indi-
viduation criteria of a common noun can be affected, I propose, by both the QUD and any lexical
items that modify the common noun1. For instance, a QUD such as How many times did Alex
address the press conference? can select or at least favour one sense of statement over another.
Modifiers, for instance misleading in (3c), can contribute to the individuation conditions
of statement (that we are counting informational contents), but can also, in some cases, merely
serve to restrict the nominal domain (the extension) of statement, i.e., to some set of state-
ments mentioned in the previous discourse as misleading (whether or not they differ in contents).
Building on the preliminary hypothesis in Sutton 2024a, I hypothesise that an ordering on a stack
of QUDs, in combination with a compositional analysis of quantified numeral constructions and
modification can be used to derive predictions about the interpretations of common nouns in
contexts of evaluation.

1.2 State of the art and preliminary work
I have worked extensively on many areas that will be core to the undertaking of this project
including context sensitivity, polysemy, and countability, summaries of which are provided below.

Modelling contexts of evaluation
Sutton and Filip (2024) revisit, develop and refine the Kaplanian notion of context (Kaplan,
1978, 1989) in which common nouns denote functions from contexts to intensions. We imple-
ment a Kaplanian semantics in an enriched version of TY2 semantics (Gallin, 1975). This TY3×
model differentiates worlds from time intervals and adds a product type constructor, the type
for ordered tuples. Contexts are tuples of constants e.g. ⟨autterer, aaddressee, tutt_time, ...⟩ which
are expressions of a particular product type, where each index in the context can be accessed via
(stacks of) projection functions. Common nouns denote functions from contexts to properties,
where contextual parameters may determine the content. This model accounts for some of the
effects of nominal domain restriction and variation in counting perspectives as detailed below.
Cooper (2023) models contexts from a richly typed, situation theoretic perspective (influenced
by e.g., Barwise and Perry 1983; Ranta 1994.) For him, contexts are situations (of some type),
represented as unordered sets of labelled entities (where the entities in the set are accessed via the
labels). Sutton (2024a) develops Cooper’s model of of context, but applies it to nominal domain
restriction and sense selection for polysemous nouns.
Nominal domain restriction
Sutton and Filip (2024) propose adding a domain restriction index, cdom to Kaplanian contexts
(cf. the syntactically driven proposal in Stanley 2002; Stanley and Gendler Szabó 2000). The
interpretation of this index is given in (4) with a simplified lexical entry for student in (5a),
such that if e.g., Q is determined to be e.g., the property of being a student in Alex’s class
(λw.λx.in_class_of(w)(alex, x)) in context c0, this results in the semantically enriched inter-
pretation of student given in (5b).
(4) cdom := λP⟨s,et⟩.λw.λx.P(w)(x) ∧ Q(w)(x) such that:

a. There is a w′ ∈ Ds where JP(w′)K ∩ JQ(w′)K ̸= ∅ and
b. Q is salient/relevant to P.

1Modify should be understood to include not only adjectives, but also e.g. when a noun is part of a VP or modified by
a PP.
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(5) a. JstudentK = λc.λw.λx.cdom(student)(w)(x)
b. JstudentKc0 = λw.λx.student(w)(x) ∧ in_class_of(w)(alex, x)

In this approach nouns are indexed to context, not determiners (cf. von Fintel 1994). This is
motivated with data such as (6) in which the domain restriction of student (to people in the
speaker’s class) must be resolved before composition with tallest, and thereby before composition
with the determiner to allow for readings such as, Of the students in the class, the tallest of them
is nice (Stanley, 2002).
(6) The tallest student is nice.
Sutton (2024a) models contextual domain restriction and its interaction with sense selection for
polysemous nouns, the details of which are discussed in more detail in relation to polysemy below.

Context sensitivity and countability
I have worked extensively on countability, and the effect of contextual variation in available
counting perspectives. This includes work on the role of context in limiting mass-to-count coercion
(Sutton and Filip, 2016a, 2018b, 2021), variation in count-mass lexicalization patterns (e.g., Filip
and Sutton, 2017; Sutton, 2024b; Sutton and Filip, 2016b, 2017, 2018a, 2019b), and in counting
‘abstract’ entities such as propositions and eventualities (Sutton and Filip, 2019a, 2020).

In relation to modelling variation in counting perspectives, most of the literature has focussed
on nouns such as branch, fence, and sequence. The particular problem that arises is that the set
of entities that can count as e.g., one fence is not prima facie quantized or disjoint2 (see also
Rothstein 2010; Zucchi and White 2001 and Partee p.c. mentioned in Krifka 1989). For instance,
for fencing around a square field, each side can count as one fence, but so can the sum of all sides
(Rothstein, 2010). This generates a problem for theories of the count/mass distinction that do
not take context into account, since mereological properties like quantization and disjointness are
commonly assumed to underpin grammatical countability (see e.g., Krifka 1989; Landman 2011,
2016; Sutton and Filip 2021 and Sutton 2024b for discussion of the relevant merits of different
mereological properties).

Sutton and Filip (2024) model contextual domain restriction and variation in counting perspec-
tives by extending a Kaplanian model of context to include a contextual parameter that makes
accessible to e.g. numerals, a quantized subset of the entities in the extension of a common noun.
This project will additionally investigate interactions between variation in counting perspectives
and general domain restriction furthermore, the NiCE project will also integrate wider contextual
factors such as the QUD.
The semantics of polysemous common nouns
In Sutton 2022, as part of my project Polysemy and Countability in Abstract Nouns that ends
in May 2024, I develop an account of polysemous expressions in Type Theory with Records
(TTR, Cooper 2023). Most previous approaches have embraced the proposal in Pustejovsky 1995
that polysemous nouns denote entities that admit of aspects. E.g., books have a physical and
informational aspect (e.g., Asher 2011; Asher and Pustejovsky 2006; Chatzikyriakidis and Luo
2015; Cooper 2007, 2011). With the exception of Cooper, these approaches model aspects in terms
dot types. Sutton 2022, in contrast, models polysemy and copredication in terms of situations
(that can contain multiple entities of different types) and neo-Davidsonian inspired thematic role
relations. For instance, a simplified account of the common noun lunch is (within the Type Theory
with Records framework):

2A quantized set is one where no two members stand in a proper part relation. A disjoint set is one in which no two
members share a part.
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(7) JlunchK = λr :

[
x : Phys
e : Ev

]
.

 cfood : food(r.x)
ceat : eat_lunch(r.e)
cpat : patient(r.x, r.e)


In words, as in situation theoretic semantics, lunch denotes situations (records in TTR terminol-
ogy), the variable over which is r. In the matrix after λr :, the situation r is restricted to be of
a particular type: minimally, that a physical entity x and an eventuality e are involved in r. In
the right-hand-side matrix, the truth conditions for lunch are given. Where r.x (r.e) pick out the
physical entity (eventuality) in situation, r, the truth conditions are that the physical entity is
food, the eventuality is a lunch-eating, and that the food is the patient of the lunch eating.

It is, however, contested whether polysemous expressions should be analysed as those with
multiple interrelated senses. For instance, Babonnaud et al. 2016; Kallmeyer and Osswald 2017
propose a frame-based analysis of polysemous expressions in which nouns have one default referent,
but can be coerced to denote other entities detailed in the relevant frame. For instance, book
denotes physical entities, but can be coerced to denote the informational contents (where such
coercions are constrained in terms of types of attributes). Also, in the philosophical literature,
Liebesman and Magidor (2017, 2019) argue that one need not evoke polysemy, given their proposed
metaphysical account of predication via property inheritance (see also Brody and Feiman 2023).
Overviews and discussion of the above approaches to polysemy are provided in Chatzikyriakidis
et al. 2024 and Sutton 2024c, along with arguments for a richly-typed, multiple related senses
analysis of polysemous nouns.
Copredication
Copredication constructions are one test for nominal polysemy: given a single antecedent, if one
can felicitously apply multiple modifiers with prima facie incompatible selectional restrictions,
this is evidence that the noun is polysemous. For instance, in Alex made two short and misleading
statements (3c) the types selected by short and misleading are incompatible if the domains of
eventualities and informational entities are distinct. A similar problem arises in (8) for informative
and heavy if the domains of informational entities and physical entities are distinct.
(8) Three informative books are heavy.
Gotham (2017) argues that sentences such as (8) force a double-distinctness reading: there must
be three physically distinct books, each of which have different contents (Chatzikyriakidis and
Luo, 2015; Gotham, 2017, 2021). (8), accordingly, is claimed to be false in either of the following
two scenarios: there are three physical books, but at least one duplicate copy of the same book;
there is a collection of three works in one physical volume. However, claims regarding double
distinctness have recently been challenged. Liebesman and Magidor (2019) make the important
observation that, in a context where there are two piles of books: one of informative books and
one of non-informative books, (8) is can be true even if there are duplicate copies (e.g. one copy
of an Encyclopaedia and two copies of War and Peace). In other words, informative is not being
used to narrow down the individuation criteria of book, but instead, to restrict the domain of book
to those in the informative pile.

A further issue that has drawn some recent attention is restrictions on copredication (Ortega-
Andrés and Vicente, 2019; Sutton, 2022). For instance, the examples of copredication from Sutton
2022 for statement given in (9) show how combinations of evoking the Physical and Eventuality
reading of statement are degraded compared to other combinations that involve the Inf ormational
sense.

(9) a. The statement in the envelope is inaccurate. (Phys, Inf)
b.?The statement in the envelope lasted half an hour. (Phys, Ev)
c. The inaccurate statement lasted half an hour. (Inf, Ev)

The challenge is to provide an account of this that is sufficiently flexible to allow for modifiers
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with different selectional restrictions, but sufficiently restrictive to account for cases like (9b).
A broad consensus seems to be that a proper treatment of polysemous nouns and copredication
requires adding structure into our semantic theories (see Chatzikyriakidis et al. 2024, ch3 and
Sutton 2024c). This can either be done by adding structure into lexical entries by way of e.g.
attribute-value matrices (see e.g., Babonnaud et al. 2016; Kallmeyer and Osswald 2017), enriching
the type theory underpinning the semantics (e.g., Asher 2011; Asher and Pustejovsky 2006), or
a combination of the two (e.g. Cooper 2011; Pustejovsky 1995; Sutton 2022). To date, however,
no account adequately accounts for the effects of context, including the QUD, on what readings
are available under which conditions.
Approaches to context sensitivity in other domains
Sutton (2015, 2018, 2023) proposes a situation theoretic, probabilistic analysis of gradable adjec-
tives, which provides some of the groundwork for modelling context that is relevant for the current
proposal. Contexts constrain choices of comparison classes for gradable adjectives, something that
has obvious connections with nominal domain restriction albeit in the adjectival domain.
The structure in the lexicon and the loci for contextual modification
Canonically, common noun lexical entries specify a function from worlds to one set: the extension.
However, a further conclusion of my work on countability is that the semantics of common nouns
is richer than this (also see Landman 2011, 2016). Minimally, relative to a world, common nouns
specify two sets of entities, the extension (what the noun refers to) and the counting base set
(what counts as ‘one’). For instance, among others, Sutton and Filip (2024) argue that the
difference between e.g., jewellery (mass, English) and koru-t (‘jewellery’, plural count, Finnish)
cannot be one of extension: they denote the same entities. Furthermore, mass-to-count shifts
are not licensed by contextual domain restriction on the extension of a noun. In contexts where
there is only one relevant piece of jewellery, #one jewellery is still not felicitous. Therefore
countability is determined, not by extension, but by some other set: the counting base set.
Nominal domain restriction affects the extension of a noun, and variation in counting perspectives
affects the counting base set. Importantly, these two sets interact in numeral and other quantifier
constructions, e.g., three cats denotes entities in the extension of cats that count as three with
respect to the counting base set of cats, on the presupposition that the counting base set is
quantized (has no two members that are in a proper part relation).

Chatzikyriakidis et al. (2024) and Sutton (2024c) argue for more structure in the lexical entries
of common nouns based on polysemy and copredication. Since no function is expressible in the
simply typed λ-calculus that has as its domain entities that are e.g., physical and/or informational
for book (assuming these types are disjoint), a richer representation is needed. Further evidence
for adopting a richer system of types than the simply typed λ-calculus is discussed in relation to
copredication below.

Little has been done on interactions between individuation criteria and the QUD, however
Sutton 2024a argues that, in addition to there being QUDs arising from the general context, the
use of a polysemous noun introduces a question into the discourse, e.g., How are we individuating
books? for book. This hypothesis will be further examined in this project (see section 2.2.1). The
ordering of the QUD stack can then determine whether adjectival modification of a noun e.g.,
informative in informative book can contribute to contextual domain restriction or to polysemous
noun sense selection. To see this contrast further, consider (10a,b):
(10) Context: There is salient pile of informative books.

a. On their break, Alex memorised the first page of two informative books.
b. On their break, Alex tore out the first page of two informative books.

(10a) has the double-distinctness interpretation on which the books are physically distinct, each
with a different contents. However, this is derived via memorised, not informative, since the
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Table 1: Three groups of nouns for analysis, based on the types of context sensitivity they display.

Group Contextual domain Individuation criteria Counting Perspective Examples
restriction (polysemous nouns) variation

1 Yes Yes Yes allegation, book, statement
2 Yes No Yes branch, fence
3 Yes Yes No city, school

double-distinctness reading disappears in (10b) when memorised is substituted with tore out.
This suggests complex interactions between modification, contextual domain restriction, and the
individuation criteria for polysemous nouns). These interactions are to be a central focus of NiCE.

2 Objectives and work programme
2.1 Anticipated total duration of the project
Funding for the NiCE project is requested for a duration of three years (36 months). The prospec-
tive start date is September 2024 or as soon as practicable thereafter.

2.2 Objectives
2.2.1 Research questions, aims and hypotheses
This project focuses on the three types of contextual variation introduced in section 1: Nominal
Domain Restriction, Variation in counting perspectives, and Individuation criteria for polysemous
nouns. The main goal is to develop an integrated account nominal context-sensitivity that can
predict the readings of quantified noun phrases relative to a context of evaluation (including an
ordering on QUDs). On a theoretical level, the project will combine the starkly similar, but
independently motivated conclusions from research on polysemy and on countability, namely that
the lexical entries of common nouns record not just information about their denotations, but also
how entities in their denotations are to be individuated (their individuation conditions).
Main Questions: What are the semantic/pragmatic mechanisms governing the three types of

context-sensitivity? What kind of lexical structure, compositional mecha-
nisms and pragmatic processes can explain and predict interactions between
them?

The main questions will be addressed by a combination of corpus-linguistic methods including
semi-automatic collection of datasets, experiments to clarify what is currently an opaque empirical
landscape, and the combination and integration of semantic and pragmatic theory, including the
contribution of lexical and compositional semantics. The topics addressed to answer the main
question are described in the following. For each, any specific aims, hypotheses or subsidiary
questions are also highlighted.
Demarcating the empirical scope of the project
One goal of the project is to determine what interactions there are between the three types of
context sensitivity. To facilitate this, examples of nouns that exhibit these forms of context
sensitivity will be collected. Following e.g., Stanley 2002; Stanley and Gendler Szabó 2000, all
common nouns can undergo nominal domain restriction, therefore no special sets of nouns for this
will be collected. The same is not true for variation in counting perspectives, nor for polysemous
nouns with varying individuation criteria. Therefore, three datasets will be built, one for each
of the groups outlined in Table 1 such that nouns in each group will display at least two of the
relevant kinds of contextual variation. Of particular interest in this project will be on Group 1
nouns: those that display all three types of variation. I discuss the data collection methodology
for each group in turn.
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Aim 1: Build corpora for nouns that each display at least two of the types of contextual
variation.

Group 1. Polysemous nouns that also display counting perspective variation: As shown by the
examples in (2) with regard to counting informational contents, abstract nouns promise to be a
fruitful source of those that allow variation in their counting perspectives and polysemy-induced
individuation criteria. Furthermore, eventuality denoting nouns also display variation in this
regard. Suppose for instance in one venue, the same people are celebrating Alex leaving for a new
life abroad, and Billie arriving in town starting a new job. Both (11a) and (11b) can be truthfully
uttered in appropriate contexts.

(11) a. There were two celebrations. (Individuation grounded in the celebrant/purpose)
b. There was one celebration. (Individuation grounded in the time/location)

A set of Group 1 nouns will be semi-automatically induced from a large corpus such as En-
TenTen, such that these nouns are polysemous between at least an informational contents read-
ing and that can denote an eventuality (e.g. allegation, statement), or an informational con-
tents reading and a physical entity (e.g., book, letter). This will ensure a list of polysemous
nouns that are also likely to display counting perspective variation. Groundwork for identi-
fying the first of these was undertaken by a UPF MA student, Jamie Wright, working on a
task set by myself and Thomas Brochhagen using the English Wikipedia corpus (see https:
//github.com/jotadwright/NLP_EX2). The results include:

(12) allegation, argument, charge, criticism, decision, point, position, report, statement

Initially, English will be used, but the method is easily extendable to other languages. Based upon
my language competencies, I anticipate that data for German and Finnish will also be collected.
This will constitute a valuable resource for other researchers, given that it will provide the basis
for collecting large sets of polysemous nouns on which further research can be conducted.
Group 2. A data set for (univocal) nouns that display counting perspective variation (e.g., fence,
wall): Filip and Sutton (2017) observe that many count nouns that show counting perspective
variation are felicitous as the ‘downstairs’ NPs in pseudopartitive constructions (three miles of
fence), something that is not typically true of count nouns in number marking languages. There-
fore, a list of such nouns can be extracted semi-automatically from corpora by intersecting the set
of count nouns with the set of nouns that occur as bare singulars in measure constructions. For
instance, the result of applying this methodology to a small corpus (BNC) for some distance-word
pseudopartitives is:

(13) beach, canal, corridor, fence, field, film, lead, line, pipe, railway, river, road, route, track,
tunnel

Although these nouns are not all strictly univocal, they are not polysemous in the relevant sense of
being able to apply to entities of different semantic types, e.g., physical objects and eventualities
(setting metaphorical interpretations aside). For instance, lead in British English is polysemous
between ‘leash’ and ‘cord/wire’, but these senses both denote physical entities. Some care in
selecting nouns will need to be taken, however. For instance, line has senses including: ‘queue’,
‘length of cord or rope’, but also the polysemous ‘line (of text)’, which has a physical entity and
informational entity reading.
Group 3 nouns such as city, newspaper, university will be collected based on reported examples
from the literature and supplemented via manually collecting data from colexification databases
such as https://clics.clld.org/, filtered for any that also systematically display counting perspective
variation.
Clarifying the empirical landscape: interactions between types of context sensitivity
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Although it is well established that some common nouns allow for variation in their counting
perspectives little empirical work has been done on how wider contextual factors affect both of
these types of variation. Additionally, little empirical work has been done looking at interactions
between different types of context sensitivity for common nouns. The current status of the em-
pirical landscape remains especially unclear, given that there is disagreement about the available
readings of quantified copredication sentences, and whether these are affected by context (see also
section 1.2 and the discussion of example (8)). This project aims to fill in these lacunae in the
empirical landscape. Based on the sets of nouns collected as part of Aim 1, two experiments will
be designed to examine the two aforementioned areas: the effect of context on counting perspec-
tives, and the interactions between nominal domain restriction and polysemous sense selection for
quantified copredication constructions.
Aim 2a: Design and conduct an experiment to investigate the effect of context on variation in

counting perspectives.
Aim 2b: Design and conduct an experiment to establish the interaction between nominal do-

main restriction and sense selection for polysemous nouns, given variation in use of
modifiers.

Given that fulfilling Aim 1 will result in a list of polysemous nouns that do and a list of
polysemous nouns that do not display counting perspective variation, the second experiment
will also be designed to find evidence of interactions between counting perspective variation and
polysemous sense selection. The main questions these experiments seek to answer are:
Question
1a

To what extent does context affect variation in counting perspectives? Do
nouns have default counting perspectives that can be overridden in context,
or no default such that context alone predicts how we individuate Group 2
nouns?

Question
1b

What affects the available readings of polysemous expressions in quantified
co-
predication constructions? Do salient sets of entities to which nominal do-
mains can be restricted undermine double distinctness interpretations, and
if so, under what conditions? Are there differences between Group 1 nouns
(polysemous that also display counting perspective variation) and Group 3
nouns (that are polysemous, but do not display counting perspective varia-
tion) in these regards?

I provide examples of envisaged test items for each of the experiments in turn, and briefly
describe the planned experimental methodology.
Factors governing variation in counting perspectives: Contexts A and B in (14) are intended to
prime the one fence, and the four fences reading, respectively. Context C is a neutral context.
The experimental set-up for test items such as (14) will be a picture matching task. For instance,
one image shows fencing around a rectangular field, with one side painted blue. The other shows
the same image except that all sides are painted blue. Participants are asked to judge which
scene utterances of (14a) and (14b) describe, relative to the contexts A-C. If there is no default
interpretation for counting perspectives on nouns, we should expect participants to be roughly
evenly split in choosing (14a) or (14b) in context C. If there is a default interpretation for the four
fences reading, then Context A will test whether this can be overridden by context (significantly
more participants will opt for (14b) in Context A than in Context C). If there is a default
interpretation for the one fence reading, then Context B will likewise test whether this can be
overridden by context (significantly more participants will opt for (14a) in Context B than in
Context C).
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(14) Context A: There is fencing around a field. One farmer owns all of the fencing.
Context B: There is fencing around a field. Four farmers each own the fencing along

one side of the field.
Context C: There is fencing around a field.
a. One fence is painted blue.
b. Four fences are painted blue.

Polysemous sense selection and nominal domain restriction: Building on the example in Liebesman
and Magidor 2017, the effect of providing a contextually salient set of entities as a possible con-
textual domain restriction and an implicit QUD will explored. For example, in (15), Context A
makes salient two piles of novels (adventure vs romance). This context also introduces, implicitly,
a QUD such as What are the genres of each of the novels in the library? Context B is a neutral
context.
(15) Context A: Two librarians are sorting novels into two piles adventure novels

and romance novels. After nudging one pile, one says to the other:
Context B: After bumping into a bookshelf, someone remarks:

a. Three thick adventure novels fell on the floor.
b. Three slim romance novels fell on the floor.

Utterances such as (15a) and (15b) will be tested with picture-matching tasks. For instance,
for (15a), participants are asked to judge whether the utterance describes visual scenes of thick
adventure novels that have fallen on the floor in which there are duplicate copies, and in which
there are not.
Theoretical work: A convergence of ideas on lexical semantic structure, countability and
polysemy
There has been a striking convergence of ideas between research on countability and research on
polysemy with respect to common nouns encoding information about individuation/count criteria.

Regarding the count-mass distinction, some have concluded that common noun lexical entries
specify two sets: the extension, as standardly assumed, and the counting base set, the entities
that count as ‘one’ in the context (Landman 2011, 2016, 2020; Sutton 2024b; Sutton and Filip
2019b, 2024). A simplified lexical entry is given in (16), where fence is a function from contexts,
worlds, and individuals to pair of a proposition that the entity is a fence at that world, and a set
(λy.Qc(fencew)(y), a quantized set of fence entities in context c. This set, which tracks what
counts as one fence in the context is called the counting base set (or just as ‘base’ for Landman).
(16) JfenceK = λc.λw.λx.

⟨
fencew(x), λy.Qc(fencew)(y)

⟩
The idea is that, although, relative to some world, fencew is not typically a quantized set (due to
fencing around fields cases etc.), at each context, c′, Qc′(fencew) is a quantized set. So some count
nouns specify a countable set of entities only relative to a context/to some counting perspective.

Intriguingly, similar conclusions have been reached based on independent data in relation to
quantified copredication constructions (e.g., Chatzikyriakidis and Luo 2018; Chatzikyriakidis and
Luo 2015; Gotham 2014, 2017; Sutton 2024a). The lexical entries of common nouns should
track not only what a noun applies to (its extension), but also the axis along which it is being
individuated (its individuation criteria, namely which sense or senses of the polysemous nouns are
being evoked). For example, Sutton 2024a uses Type Theory with Records (TTR, e.g., Cooper
2012, 2023), a richly typed semantics that has its roots in the situation theoretic tradition (see
Sutton 2024c for an overview). In TTR, common nouns denote functions from records (situations)
to Record Types (situation types). Two important factors follow from this: (1) as in the situation
theoretic tradition, common nouns apply to situations (that contain individuals); (2) propositions
(situation types) are structured types that can be individuated not only in terms of what situations
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are of this type, but also their structure. In Sutton 2024a, I propose that polysemous nouns such
as book denote functions from contexts to properties.

(17) JbookK = λc : [domr : PhysPpty ∨ InfPpty]. λr :

[
x : Phys
i : Inf

]
.

cpbook : phys_book(r.x)
cibook : inf_book(r.i)
ctheme : contains(r.x, r.i)
ic : PhysPpty ∨ InfPpty

 ∧. c.domr(r)

In words, (17) is a function from contexts, c, to situations r, to a situation type, i.e., a proposition.
The situation, r, contains a physical entity and an informational entity. The proposition is that
the physical entity is a physical book, the informational entity an informational book, and one
is the contents of the other. The individuation criteria for book are recorded in the ic field, and
are underspecified with respect to whether book is being individuated in terms of physical books
(books qua physical objects), informational books (books qua informational entities) or both. The
context contains a domain restriction parameter domr, namely a salient property in the context,
c, that must be a property of physical or informational entities or both. Via ∧. c.domr(r), the
proposition is intersected with this contextually specified property evaluated relative to the same
situation, r. This contextually specified property can update to the truth conditions of book. For
instance, if this is the property of physical things in (18a), domain of book will be restricted to
those on the shelf. If, however, the property is as in (18b), this restricts the individuation criteria
of book in the ic field such that books are to be individuated at least in terms of informational
contents (the reading on which we only individuate books in terms of physical copies is ruled out).

(18) a. λr :
[

x : Phys
]
.
[

sont : on_table(r.x)
]

b. λr :
[

p : Inf
]
.
[

ic : InfPpty
]

In summary, in both the study of polysemy and countability, structure in the lexicon is evoked
to address counting criteria, however, it is not clear to what extent these related ideas can be
unified. On the one hand, counting bases and individuation criteria and are not identical. The
former governs what type of entities are to be counted (physical vs. informational books), the
latter governs, for entities of one type, which of those are to be counted (what counts as one
informational book?). On the other hand, the two are clearly intricately related, which suggests
that a unified account is attainable.
Question 2: Counting bases and individuation criteria are the structures evoked to account for

the counting perspective variation and quantified copredication constructions. To
what extent can a unified analysis of them be given?

Determining an answer to Question 2 (as part of the answer to the main question of this
project), will be guided by two hypotheses. I take these in turn.

I propose, building on my previous work, that the lexical entries of common nouns contain
variables for the entities they denote (e.g., x for physical entities, v for eventualities etc.), and also
a field for the counting criteria, labelled cc. I.e., some property that is accessible to numerals and
quantifiers and determines the entities that are units for counting and quantification. Additional
information from the context or from modifiers can therefore either predicate over x, v etc. and
thus adjust the truth conditions for the modified/contextually updated common noun, or else can
update the property in the cc field and so alter how the entities in the extension of the noun are
being individuated.

Loci of Contextual Update Hypothesis: The lexical entries of common nouns can be
updated in two ways: restrictions on truth conditions, and restrictions on counting criteria.
Nominal Domain Restriction affects truth conditions. Counting Perspectives for context-
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sensitive count nouns and Individuation Criteria for polysemous nouns, affect counting
criteria.

For example, Nominal Domain Restriction modulates the extension of common nouns via intersec-
tion with a contextually specified property e.g., on_the_shelf for book. Counting perspectives
for context-sensitive count nouns and individuation criteria for polysemous nouns modulate the
counting criteria for the common noun (which can give rise to truth conditional effects in e.g.,
quantifier constructions). The Loci of Contextual Update Hypothesis predicts that modification
of a polysemous noun should simultaneously be able to restrict both what is being counted (e.g.,
informational books, physical books, or both) and how it is being counted (e.g., what counts
as one informational book), since one field, the counting criteria field, is hypothesised to gov-
ern both Counting Perspectives for context-sensitive count nouns, and Individuation Criteria for
polysemous nouns.

Lexically introduced QUDs hypothesis: The use of a noun N that is underspecified
with respect to individuation or counting criteria introduces a question under discussion
relevant to this underspecification, i.e., How are we individuating Ns?

The idea behind the Lexically introduced QUDs Hypothesis is that nouns that are polysemous,
display variation in their counting perspectives, or both, in some sense raise the question of how
we are to individuate them. This can be modelled, I propose, by adding a QUD to the discourse,
paraphrasable as How are we individuating N?3 The Lexically introduced QUDs Hypothesis can
potentially also complement work on inquisitive semantics and, in particular, potential questions
(Onea, 2016). The novel and exciting hunch behind the hypothesis is that not only certain
functional words (e.g. disjunction) or discourse moves, but also a wide array of common nouns
are in some sense inquisitive, something which, if borne out, may have far reaching implications
not least in laying the groundwork for much future research integrating the insights of dialogical
and lexical semantics. Below are two examples of how the hypothesis relates to common nouns.

Fence is a Group 2 noun: it shows variation in counting perspectives, but, setting e.g.,
metaphorical uses aside, is not relevantly polysemous. Any use of fence will introduce a QUD
that can be paraphrased as How are we individuating fences? The set of answers to this QUD
may include those on a functional basis (what areas are partitioned, or what areas are enclosed?),
a mereotopological basis (what fence items are connected together?), and a de jure basis (who
owns the fences?). This QUD will be placed in the QUD stack and can be answered in the course
of a conversation. This QUD can be moved to the top of the stack, for instance, by explicitly
asked questions in a discourse such as How many (fences)...? (See also the Ordering hypothesis
below.)

Book is a Group 1 noun: it is polysemous and allows for variation in counting perspectives.
Any use of book introduces a QUD that can be paraphrased as How are we individuating books?
This is more complex than the fence case, since, even used literally (non-metaphorically) book is
also polysemous: book can denote physical entities, informational entities, or both. Yet, the need
may still arise, especially concerning informational entities, to decide what counts as one book
qua informational contents. For instance, The Lord of the Rings is, from one perspective, one
informational book, but has been published in three-volume sets, so could also count as three
informational books.4

The following are initial observations regarding the interaction between polysemous sense selec-
tion and variation in counting perspectives: (i) if a polysemous noun does not admit of variation
in its counting perspectives across all of its senses, then a more efficient strategy for lessening

3Sutton 2024a proposes a nascent version of this hypothesis in relation only to polysemous nouns, and so does not account
for contextual variation in counting perspectives.

4To be clear, the same informational (sum) entity, the content of The Lord of the Rings, can count as one or three
informational books, depending on the context. The same is not true for any one (sum of) physical entities: a single volume
of The Lord of the Rings does not count as many physical books in any contexts.
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book InfPpty

PhysPpty

PhysPpty ∧ InfPpty

InfBook...

InfBook1

InfBookn

Sense selection
(type restriction for counting criteria)

Counting perspective
(deriving a quantized set of informational books)

Figure 1: Schema for a decision tree for the reduction of underspecification for book with respect to
polysemous sense selection, and what counting perspective on informational books can be taken.

underspecification in the interpretation of the noun is to prioritise the polysemous sense selec-
tion, since, depending on this resolution, variation in counting perspectives may not arise; (ii) in
concord with the Lexically introduced QUDs hypothesis, some modifiers can address both sense
selection and counting perspectives simultaneously. In (19), from The Lord of the Rings trilogy
implies that Alex read two informationally distinct books (reading The Fellowship of the Ring
twice would not count), but simultaneously requires that we individuate the contents of The Lord
of the Rings as three informational books.
(19) Alex read two books from The Lord of the Rings trilogy.
In relation to (i), a reasonable hypothesis is that any reduction in underspecification for a noun
such as book in relation to polysemous sense selection and selection of counting perspective,
would follow a decision tree schematised in Figure 1. To be clear, I do not assume that all
underspecification must be resolved for any given use of a common noun. For instance, (19)
leaves the sense selection of book underspecified between InfPpty (which allows for Alex to be
reading a single physical volume containing all three parts of the trilogy) and PhysPpty ∧ InfPpty
(which requires that the books are also physically distinct). In either case, the different parts of
the trilogy each count as one informational book. (19) has no reading (the PhysPpty reading),
on which Alex read two physically distinct, but informationally identical books (i.e., two copies
of one part of the trilogy).
Theoretical work: A pragmatic account of interpreting common nouns in contexts of eval-
uation
Assuming that the kind of lexical semantics for common nouns developed in this project does not
depart too radically from the analysis of polysemous nouns from Sutton 2024a given in (17), the
interpretation of common nouns is both underspecified and constrained. Underspecification arises
across multiple levels. To take (17) as a model, contexts can make salient properties that can be
used to modify the interpretations of common nouns in context. Given the Loci of Contextual
Update Hypothesis, such modulation can occur either as a direct update of truth conditions (e.g.,
that book refers to books on some salient shelf), or as a refinement of the counting criteria (e.g.,
that, minimally, books should be individuated in terms of informational content, possibly from
some particular counting perspective). Such modulation is constrained by the specification of the
type of property that can be made salient in the context (e.g., as a property of informational
and/or physical entities for book).

Modification (e.g., adjectival, or restrictions imposed by verbal predicates such as memorise
on their arguments) can contribute to both truth conditional and counting criteria updates. For
instance, adventure novel requires that the books referred to are of an adventure genre, but also
arguably that whatever further contextual restriction is inferred, it should at least relate in some
way to informational entities. More generally, despite these semantically encoded restrictions, a
theory is required that can account for what the available readings of quantified noun phrases are
(which may or may not involve modification of the noun) in different contexts:
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Question
3:

What features of sentential and wider contexts govern the available readings of
quantified noun phrases, and when multiple readings are available, what is the
most adequate pragmatic account to predict which are favoured?

The development of an answer to Question 3 is to be guided by the following three hypotheses,
one which relates to the semantics and pragmatics of modifiers, and two, the ordering under which
different types of underspecification are resolved:

The Contribution of Modification Hypothesis: Modifiers can semantically modify
truth conditions (e.g., intersectively), but they can also constrain contexts, which in turn,
can generate pragmatic inferences about constraints on truth conditions or on counting
criteria.

Suppose that an agent refers to adventure books. This adds to the truth conditions that the books
are informationally of an adventure genre, but also constrains any contextual update to be one
involving informational books. In a context in which there are no salient groups of books that can
be divided upon informational lines, then via the Lexically introduced QUDs Hypothesis, adventure
can constrain the polysemous sense selection for novel such that the individuation criteria field
is to be updated to InfPpty (i.e., that any books are, at least informationally distinct, and may
also be physically distinct). However, in a context where there is a salient set of adventure novels,
adventure does not affect the counting criteria of common nouns, but instead makes plausible an
inference that the books referred to are merely any from the contextually salient set adventure
books. Such an update would be consistent with these books being informational duplicates.

An additional complication that this project will address relates to modification of polysemous
nouns with modifiers that are themselves polysemous. For instance, heavy book can mean heavy
by weight or, metaphorically, by content (heavy=emotionally draining). Modifiers can reduce
uncertainty about what senses of polysemous common nouns are being evoked. However, the
compositional combination of polysemous modifiers with polysemous nouns is under-studied. In
the state of the art, it is completely unclear to what extent common nouns affect the evoked
senses of expressions used to modify them, and, relatedly, to what extent polysemous nouns and
modifiers mutually constrain each other.

The question remains under which circumstances the different readings of quantified noun
phrases are expected to arise. Subject to revision, given the results of the experiments outlined
above regarding default readings for context sensitive count nouns and the effects of context on
the individuation criteria for polysemous nouns, the following is hypothesised to be at least part
of the answer to this:

Ordering Hypothesis: At least as a default, there is an ordering on which form of context-
sensitivity, should be resolved first, namely: contextual domain restriction > polysemous
sense selection > counting perspective selection.

The intuition behind the Ordering Hypothesis is that, the most immediate concern, in typical
cases, is to establish which Ns (of potentially any in the world) are relevant to some utterance.
I.e., to resolve, to some degree at least, the contextual domain restriction for the noun. For
example, if there are, as in Context A of example (15), two piles of books that are salient in the
context in virtue of being relevant to some task (sorting adventure books from romance books),
then the use of any modifier that selects between these two piles will, by default, be interpreted
as doing so. So three adventure books in this context, will be interpreted by saturating the context
field (labelled ‘domr’ in (17)), with a property ‘books in the adventure book pile’. And so, with
no restriction on the counting criteria for books, this would allow for a reading that denotes three
duplicate copies of the same book. Absent such a context, adventure will be taken to restrict the
counting criteria for books, and so would predict that the three books are not duplicates. This may
leave underspecified exactly what, informationally speaking, counts as ‘one’ adventure book. E.g.,
whether trilogies count as one or three. That said, this default ordering is likely to be alterable
given an appropriate context:
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QUD Stack Hypothesis: The order in which different types of underspecification for
common nouns is resolved is determined by an ordering on QUDs (a stack) in the discourse
situation. Conversational moves can move QUDs up or down the stack.
The QUD Stack Hypothesis predicts that if, for example, a conversational goal regarding

individuating books, is explicitly made more pressing in the context, then how one is individuating
books may supersede any prior QUD such as ‘What genre is each book in the library’? For
instance, suppose a librarian is asked to recommend three adventure novels for someone to read
on holiday. Even if there is a salient pile of adventure novels in the context, three adventure novels
does not plausibly default to the any three from the adventure pile reading where duplicates are
allowed, but rather requires three adventure novels that are distinct in contents. I.e., the lexically
introduced QUD of How are we individuating books? is made more prominent (pushed to the top
of the stack) in the context.

Taken together, the Ordering and QUD Stack Hypotheses have implications for the Lexically
introduced QUDs hypothesis, since they imply that any lexically introduced QUD (‘How are we
individuating Ns’?) is not, by default, placed to the top of the QUD stack. I.e., if there is some
overarching goal, such as sorting books by genre (What genre is each book in the library?), using
the expression book does not, by default, trump this overarching goal/QUD with the lexically
introduced one of How are we individuating books?

In summary, the complex phenomena of interactions between different kinds of context sensi-
tivity in the nominal domain, made especially vexing given nominal polysemy, will be investigated
using a battery of empirical methodologies: computational- and corpus-linguistic approaches to
data collection and refinement, and experimental approaches. These will then be used to inform
the further development of a compositional and lexical semantic account of the modification of
common nouns, that is, importantly, integrated with a nuanced approach to contexts of evaluation
grounded in dialogue.

An important broader picture impact of this project will be to establish further the need for
integrating lexical semantic information (counting criteria) with compositional semantics (modi-
fication), and both of these with pragmatics (how contextual factors such as the QUD can affect
the truth conditions and counting criteria of common nouns, as well as affect the contribution of
modifiers.
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